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Market Basket – Roadmap
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Market Basket – Textbook

Introduction to Data Mining, P. Tan et al
https://www-users.cse.umn.edu/~kumar001/dmbook/index.php

https://www-users.cse.umn.edu/~kumar001/dmbook/index.php
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Market Basket – Overview (1/4)

Credit: Jo Grundy
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Market Basket – Overview (2/4)

Credit: Jo Grundy
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Market Basket – Overview (3/4)

Credit: Jo Grundy
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Market Basket – Overview (4/4)

https://www.analyticsvidhya.com 

https://www.analyticsvidhya.com/
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Market Basket – Learning Outcomes

o LO1: Demonstrate an understanding of market basket analysis 
concepts and techniques, such as: (exam)

v Calculating support and confidence for itemsets 

v Understanding the key steps of the Apriori algorithm for association rule 
mining

v Using the Apriori algorithm to generate association rules from transaction data

o LO2: Implement the learned algorithms using associate rule mining 
algorithms (coursework)

Assessment hints: Multi-choice Questions (single answer: concepts, calculation etc)

o Textbook Exercises: textbooks (Programming + Mining) 
o Other Exercises: https://www-users.cse.umn.edu/~kumar001/dmbook/sol.pdf
o ChatGPT or other AI-based techs 

https://www-users.cse.umn.edu/~kumar001/dmbook/sol.pdf
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Market Basket – Definition

• Market basket transaction data:

 t1: {bread, cheese, milk}

 t2: {apple, eggs, salt, yogurt}

 …  

 tn: {biscuit, eggs, milk}

• Concepts:

– An item: an item/article in a basket (i)

– I: the set of all items sold in the store ({i1, i2, …, im})

– A transaction: items purchased in a basket; it may have TID 
(transaction ID) (t)

– A transactional dataset: A set of transactions (T = {t1, t2, …, tn})
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Market Basket – Definition

• An association rule is an implication of the form:

  X ® Y, where X, Y Ì I, and X ÇY  = Æ

– I = {i1, i2, …, im}: a set of all items

– An itemset X is a set of items, where X Ì I.

• E.g., X = {milk, bread} is an itemset.

• A k-itemset is an itemset with k items.

– E.g., {milk, bread, cereal} is a 3-itemset

– A transaction t contains an itemset X, if X Í t, X Ì I
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Market Basket – Definition

• Support count: The support count of an itemset A, denoted 
by A.count, in a data set T is the number of transactions in T 
that contain A. Assume T has n transactions. 

• Then, support and confidence for the rule X ® Y 

number of 
transactions that 
simultaneously 
contains X and Y

total number of 
transactions

n
countYXsupport ).  ( È

=

countX
countYXconfidence

.
).  ( È

=
number of transactions 
that only contain 
itemset X
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Market Basket – Definition

• Minimum Support Threshold: min_sup = s% (e.g., 40%)

• Minimum Confidence threshold: min_conf =c%(e.g., 60%)
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Market Basket – Definition

• Frequent itemset

– Suppose min_sup is the minimum support threshold

– An itemset satisfies minimum support if the occurrence frequency 
of the itemset is greater or equal to min_sup

– If an itemset satisfies minimum support, then it is a frequent 
itemset

Itemset: A set of items is referred to as itemset; An itemset containing k items 

is called k-itemset
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Market Basket – Definition

Rules that satisfy both a minimum support threshold and a 
minimum confidence threshold are called strong rules
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• Itemset

• Support count (s)

• Support (s)

• Frequent Itemset

15IS424 Data Mining & Business 
Analytics

 

TID Items 

1 Bread, Milk 

2 Bread, Diaper, Beer, Eggs 

3 Milk, Diaper, Beer, Coke  
4 Bread, Milk, Diaper, Beer 

5 Bread, Milk, Diaper, Coke  
 

Market Basket – Example
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• Itemset

– A collection of one or more items

• Example: {Milk, Bread, Diaper}

– k-itemset

• An itemset that contains k items

• 3-itemset: {Milk, Diaper, Beer}

• Support count (s)

 

• Support (s)

• Frequent Itemset
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• Itemset

– A collection of one or more items
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• Itemset

– A collection of one or more items

• Example: {Milk, Bread, Diaper}

– k-itemset

• An itemset that contains k items

• 3-itemset: {Milk, Diaper, Beer}

• Support count (s)

– Frequency of occurrence of an itemset

– E.g.   s({Milk, Diaper, Beer}) = 2 

• Support (s)

– Fraction of transactions that contain an itemset

– E.g.   s({Milk, Diaper, Beer}) = 2/5

• Frequent Itemset

18IS424 Data Mining & Business 
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• Itemset

– A collection of one or more items

• Example: {Milk, Bread, Diaper}

– k-itemset

• An itemset that contains k items

• 3-itemset: {Milk, Diaper, Beer}

• Support count (s)

– Frequency of occurrence of an itemset

– E.g.   s({Milk, Diaper, Beer}) = 2 

• Support (s)

– Fraction of transactions that contain an itemset

– E.g.   s({Milk, Diaper, Beer}) = 2/5

• Frequent Itemset

– An itemset whose support is greater than or equal to a minsup 
threshold 19
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• An association rule r is strong if

– Support(r) ≥ min_sup 

–Confidence(r) ≥ min_conf 

• Given a set of transactions T, the goal of association rule 
mining is to find all rules having 

– support ≥ min_sup threshold

– confidence ≥ min_conf threshold

20

Market Basket – Association Rule Mining
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Rule: {Milk, Diaper} ⇒ Beer

• Association Rule
- An implication expression of the form  

 X ® Y, 
where X and Y are itemsets, and X∩Y=∅

- Example: {Milk, Diaper} ® {Beer} 
Trans 
containing Y

Trans containing  both X 
and Y

Trans containing 
X

D

 

TID Items 

1 Bread, Milk 

2 Bread, Diaper, Beer, Eggs 

3 Milk, Diaper, Beer, Coke  
4 Bread, Milk, Diaper, Beer 

5 Bread, Milk, Diaper, Coke  
 

Antecedent à Consequent

Market Basket – Example



22/38

22

Rule: {Milk, Diaper} ⇒ Beer

𝑠 =
𝜎(Milk, Diaper,Beer)

|T|
=
2
5
= 0.4

• Association Rule
- An implication expression of the form  

 X ® Y, 
where X and Y are itemsets, and X∩Y=∅

- Example: {Milk, Diaper} ® {Beer} 

• Rule Evaluation Metrics

- Support (s)
u Fraction of transactions that contain 

both X and Y

Trans 
containing Y

Trans containing  both X 
and Y

Trans containing 
X

D

𝑃(𝑋 ∪ 𝑌) =
#𝑡𝑟𝑎𝑛𝑠𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔(𝑋 ∪ 𝑌)

#𝑡𝑟𝑎𝑛𝑠𝑖𝑛𝐷
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• Association Rule
- An implication expression of the form  

 X ® Y, 
where X and Y are itemsets, and X∩Y=∅

- Example: {Milk, Diaper} ® {Beer} 

• Rule Evaluation Metrics

- Support (s)

u Fraction of transactions that contain 
both X and Y

- Confidence (c)
u Measures how often items in Y 

appear in transactions that contain X

Trans 
containing Y

Trans containing  both X 
and Y

Trans containing 
X

D

𝑃(𝑋 ∪ 𝑌) =
#𝑡𝑟𝑎𝑛𝑠𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔(𝑋 ∪ 𝑌)

#𝑡𝑟𝑎𝑛𝑠𝑖𝑛𝐷

𝑃(𝑌|𝑋) =
#𝑡𝑟𝑎𝑛𝑠𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔(𝑋 ∪ 𝑌)

#𝑡𝑟𝑎𝑛𝑠𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔𝑋

 

TID Items 

1 Bread, Milk 

2 Bread, Diaper, Beer, Eggs 

3 Milk, Diaper, Beer, Coke  
4 Bread, Milk, Diaper, Beer 

5 Bread, Milk, Diaper, Coke  
 
Rule: {Milk, Diaper} ⇒ Beer

𝑠 =
𝜎(Milk, Diaper,Beer)

|T|
=
2
5
= 0.4

𝑐 =
𝜎(Milk,Diaper,Beer)
𝜎(Milk, Diaper) =

2
3 = 0.67

Market Basket – Example
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• Brute-force approach:

– List all possible association rules

–Compute the support and confidence for each rule

– Prune rules that fail the min_sup and min_conf 
thresholds

24

Þ Computationally expensive!

Market Basket – Association Rule Mining
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null

AB AC AD AE BC BD BE CD CE DE

A B C D E

ABC ABD ABE ACD ACE ADE BCD BCE BDE CDE

ABCD ABCE ABDE ACDE BCDE

ABCDE
Given d items, there are 2d -
1 possible candidate 
itemsets

Level 0

Level 1

Level 2

Level 3

Level 4

Level 5

Market Basket – Association Rule Mining
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Frequent Itemset Generation

• Brute-force approach: 
– Each itemset in the lattice is a candidate frequent itemset

– Count the support of each candidate by scanning the database

– Match every candidate against each transaction

– Complexity ~ O(NMw) => Expensive since M = 2d-1!!!*

26

Market Basket – Association Rule Mining
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• One of the most well-known algorithms

• Two steps or two phases:

– Find all itemsets that have minimum support (frequent itemsets, also 
called large itemsets)-- discover frequent itemsets from a given 
dataset

– Generate rules from these frequent itemsets.

27

Market Basket – Association Rule Mining
Apriori Algorithm
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Anti-Monotone Property/ Apriori Principle

• Any subsets of a frequent itemset must be also frequent

– E.g., Any transaction containing {beer, diaper, milk} also 
contains {beer, diaper}

– {beer, diaper, milk} is frequent à {beer, diaper} must also be 
frequent

• In other words, any superset of an infrequent itemset must 
also be infrequent 

– No superset of any infrequent itemset should be generated 
or tested

• Many item combinations can be pruned!

28

Market Basket – Apriori Algorithm
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Found to be 
Infrequent

null

AB AC AD AE BC BD BE CD CE DE

A B C D E

ABC ABD ABE ACD ACE ADE BCD BCE BDE CDE

ABCD ABCE ABDE ACDE BCDE

ABCDE

29

Market Basket – Apriori Algorithm
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Found to be 
Infrequent

null

AB AC AD AE BC BD BE CD CE DE

A B C D E

ABC ABD ABE ACD ACE ADE BCD BCE BDE CDE

ABCD ABCE ABDE ACDE BCDE

ABCDE

30

null

AB AC AD AE BC BD BE CD CE DE

A B C D E

ABC ABD ABE ACD ACE ADE BCD BCE BDE CDE

ABCD ABCE ABDE ACDE BCDE

ABCDE

Pruned 
supersets

Market Basket – Apriori Algorithm
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• Method: 
– Let length of itemset be k=1

– Generate frequent itemsets of length 1 (i.e., 1-
itemset)

– Repeat until no new frequent itemsets are 
identified

• Generate length (k+1) candidate itemsets from length k 
frequent itemsets

• Count the support of each candidate by scanning the DB

• Eliminate candidates that are infrequent, leaving only 
those that are frequent

31

Market Basket – Apriori Algorithm
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• Five transactions from a supermarket
 

TID List of Items
1 Beer,Diaper,Baby Powder,Bread,Umbrella
2 Diaper,Baby Powder
3 Beer,Diaper,Milk
4 Diaper,Beer,Detergent
5 Beer,Milk,Coca-Cola

32

Market Basket – Apriori Algorithm 
Example
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• Min_sup 40% (2/5)
                   

Item Support
Beer "4/5"
Diaper "4/5"
Baby Powder "2/5"
Bread "1/5"
Umbrella "1/5"
Milk "2/5"
Detergent "1/5"
Coca-Cola "1/5"

Item Support
Beer "4/5"
Diaper "4/5"
Baby Powder "2/5"
Milk "2/5" 

33

Market Basket – Apriori Algorithm 
Example

C1

L1
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Item Support
Beer, Diaper "3/5"
Beer, Baby Powder "1/5"
Beer, Milk "2/5"
Diaper,Baby Powder "2/5"
Diaper,Milk "1/5"
Baby Powder,Milk "0"

Item Support
Beer, Diaper "3/5"
Beer, Milk "2/5"
Diaper,Baby Powder "2/5"

34

Market Basket – Apriori Algorithm 
Example

C2

L2

• Min_sup 40% (2/5)
                   



35/38

Item Support
Beer, Diaper,Baby Powder "1/5"
Beer, Diaper,Milk "1/5"
Beer, Milk,Baby Powder "0"
Diaper,Baby Powder,Milk "0"

35

C3

Empty

Market Basket – Apriori Algorithm 
Example

• Min_sup 40% (2/5)
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Discovery: Support >min_sup=40%
• min_sup=40%    min_conf=70%

Item Support(A,B) Support A Confidence

Beer, Diaper 60% 80% 75%
Beer, Milk 40% 80% 50%
Diaper,Baby Powder 40% 80% 50%
Diaper,Beer 60% 80% 75%
Milk,Beer 40% 40% 100%
Baby Powder, Diaper 40% 40% 100%

36

Generate Rules based on the searched frequent 2-itemsets

{Beer} ® {Diaper}, {Beer} ® {Milk}, {Diaper} ® {Baby Powder} 
{Diaper} ® {Beer}, {Milk} ® {Beer}, {Baby Powder} ® {Diaper}

Item Support

Beer, Diaper "3/5"

Beer, Milk "2/5"

Diaper,Baby Powder "2/5"

Market Basket – Apriori Algorithm 
Example
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Results: Association Rules

• support 60%, confidence 75%

• support 60%,  confidence 75%

• support 40%, confidence 100%

• support 40%, confidence 100%

 

BeerÞ Diaper

 

DiaperÞ Beer

 

MilkÞ Beer

 

Baby _PowderÞ Diaper

37

Market Basket – Apriori Algorithm 
Example



38/38

38

Market Basket – Summary

Credit: Jo Grundy


