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Recap – Document Filtering

1. Continuous features, e.g. heights and weights for 
cats/dogs, assume features are Gaussian distributed   

2. Discrete features, e.g. frequencies of words in 
hams/spams, assume features are Binomial distributed

𝑛!  is the total number of documents 
in category 𝑐 (e.g., spam, 𝑛!=30 )

where Feature independence

If a given test document 𝒙 contains features money (𝑓!) and 
viagra (𝑓") , then 𝑝 𝑥 𝑐 = 𝑝 𝑓! 𝑐 ∗ 𝑝 𝑓" 𝑐

𝑐 = 𝑎𝑟𝑔𝑚𝑎𝑥!! 𝑝 𝑐" 𝑥 ∝ 𝑎𝑟𝑔𝑚𝑎𝑥!! 𝑝 𝑥 𝑐" ∗ 𝑝(𝑐")

assumed probability,
commonly initialized as 0.5  

strength of assumed,
commonly initialized as 1  

frequencies of feature 𝑓 
occurs across categories

𝑛!$
𝑛"

𝑛"! : the number of documents with feature 
𝑓 (e.g., dear for spam, 𝑛"!=15) in category 𝑐

Maximum a Posteriori (MAP): choose the category with the largest posterior
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Decision Trees – Roadmap
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Decision Trees – Textbook

Introduction to Data Mining, P. Tan et al
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Decision Trees – Overview (1/3)

Source: http://dataaspirant.com/2017/01/30/how-decision-tree-algorithm-works/ 

Credit: Zhaoxia Wang

http://dataaspirant.com/2017/01/30/how-decision-tree-algorithm-works/
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Decision Trees – Overview (2/3)

Four features, only three are used here, and one is 
only used once.

A decision tree is like a flow chart
For example, a tree on the Iris dataset

Credit: Jo Grundy

Key idea: Greedily find best split for each feature

C0 C1C2

The objective is to efficiently partition the data 
based on the most informative conditions (based 
on features) that separate different classes. 
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Decision Trees – Overview (3/3)

Credit: Jo Grundy
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Decision Trees – Learning Outcomes

o LO1: Demonstrate an understanding of decision tree fundamentals, 
such as (exam)

o Calculating impurity and constructing a decision tree using algorithms like ID3, 
C4.5, etc, given a dataset and distance metric

o Addressing overfitting in decision trees like pruning

o Understanding ensemble methods using decision trees like bagging, boosting, 
random forests

o LO2: Implement the learned algorithms using decision trees (course 
work)

Assessment hints: Multi-choice Questions (single answer: concepts, calculation etc)

o Textbook Exercises: textbooks (Programming + Mining) 
o Other Exercises: https://www-users.cse.umn.edu/~kumar001/dmbook/sol.pdf
o ChatGPT or other AI-based techs 

https://www-users.cse.umn.edu/~kumar001/dmbook/sol.pdf


9/39

Decision Trees – Introduction

Credit: Jo Grundy
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Decision Trees – CART

Credit: Jo Grundy
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Decision Trees – CART

It reaches its minimum when all cases 
in the node fall into a single category
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Decision Trees – CART

Credit: Zhaoxia Wang
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Decision Trees – CART

Question: How to aggregate the branch-
based values for the whole split?Credit: Zhaoxia Wang
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Decision Trees – CART

Credit: Zhaoxia Wang

Information gain: 𝐺𝑎𝑖𝑛#$%"& = 𝐺𝐼𝑁𝐼'(")"*+% − 𝐺𝐼𝑁𝐼#$%"&,
The higher gain, the better split



15/39

Decision Trees – CART

Credit: Zhaoxia Wang
𝐺𝑎𝑖𝑛#$%"& = 𝐺𝐼𝑁𝐼'(")"*+% − 𝐺𝐼𝑁𝐼#$%"&= 0.5 – 𝐺𝐼𝑁𝐼#$%"& 
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Decision Trees – ID3

Similar to CART, Iterative Dichotomy 3 (ID3) minimises entropy
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Decision Trees – ID3
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Decision Trees – CART

Credit: Jo Grundy
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Decision Trees – CART

Credit: Jo Grundy
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Decision Trees – CART

Credit: Jo Grundy
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Decision Trees – CART

Credit: Jo Grundy
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Decision Trees – CART

Credit: Jo Grundy
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Decision Trees – CART

Credit: Jo Grundy
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Decision Trees – Address Overfitting
Pruning

Credit: Jo Grundy
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Decision Trees – Address Overfitting
Reduced Error Pruning

Credit: Jo Grundy
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Decision Trees – Address Overfitting
Entropy Based Pruning

Credit: Jo Grundy, Jon Hare
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Decision Trees – Address Overfitting
Missing Data

Credit: Jo Grundy, Jon Hare
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Decision Trees – Address Overfitting
Regression

Credit: Jo Grundy
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Decision Trees – Address Overfitting
Regression

Credit: Jo Grundy
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Decision Trees – Address Overfitting
Regression

Credit: Jo Grundy
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Decision Trees – Address Overfitting

Credit: Jo Grundy, Jon Hare



32/39

Decision Trees – Ensemble methods

Credit: Jo Grundy
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Decision Trees – Ensemble methods

Credit: Jo Grundy
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Decision Trees – Ensemble methods

x1, y1

1/5

x2, y2

1/5

x4, y4

1/5

x3, y3

1/5

x5, y5

1/5
D0: x5, y5x3, y3x1, y1

Classifier C1

D1:

Update
Weights

x1, y1 x2, y2 x3, y3 x4, y4

2/7 1/7 1/7 2/7

x5, y5

1/7
Sample

x1, y1

Training

C1

x4, y4

X v          v         X v

x4, y4

?               ?

Bag1

Bag2

Assume 𝑥), 𝑥* are difficult examples for Classifier C1
 



35/39

Decision Trees – Ensemble methods
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Decision Trees – Ensemble methods
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Decision Trees – Ensemble methods

http://www.chengli.io/tutorials/gradient_boosting.pdf 

Credit: Jo Grundy

http://www.chengli.io/tutorials/gradient_boosting.pdf
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Decision Trees – Ensemble methods

Credit: Jo Grundy
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Decision Trees – Summary

Credit: Jo Grundy


