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Search and Rank – Roadmap
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Search and Rank – Textbook

https://www.cambridge.org/core/books/mining-of-massive-
datasets/C1B37BA2CBB8361B94FDD1C6F4E47922 

https://www.cambridge.org/core/books/mining-of-massive-datasets/C1B37BA2CBB8361B94FDD1C6F4E47922
https://www.cambridge.org/core/books/mining-of-massive-datasets/C1B37BA2CBB8361B94FDD1C6F4E47922
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Search and Rank – Overview (1/4)

Credit: Jo Grundy

The goal of search and rank is to retrieve relevant information from 

a large collection of data based on a user's query and present the 

most relevant and useful results, ranked in order of importance. 
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Search and Rank –  Overview (2/4)

Credit: Jo Grundy, 
Google Map
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Search and Rank –  Overview (3/4)

Credit: Jo Grundy, ChatGPT …
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Search and Rank –  Overview (4/4)

Credit: Jon Hare
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o LO1: Demonstrate an understanding of the fundamental concepts and 
approaches for search and ranking, such as: (exam)

v Understanding the basic pipeline of searching and raking

v Encoding document/query using the vector space modeling 
methods

v Mastering the indexing and matching methods for search

o LO2: Implement the learned algorithms for searching and ranking 
(coursework)

Search and Rank – Learning Outcomes

Assessment hints: Multi-choice Questions (single answer: concepts, calculation etc)

o Textbook Exercises: textbooks (Programming + Mining) 
o Other Exercises: https://www-users.cse.umn.edu/~kumar001/dmbook/sol.pdf
o ChatGPT or other AI-based techs 

https://www-users.cse.umn.edu/~kumar001/dmbook/sol.pdf
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Search and Rank – History

Credit: Jo Grundy
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Search and Rank – History

Credit: Jo Grundy
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Search and Rank – Text Retrieval

Credit: Jo Grundy
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Search and Rank – Text Retrieval vs. database retrieval

Credit: Jo Grundy
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Search and Rank – Text Retrieval Models

Credit: Jo Grundy
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Search and Rank –  Encoding

Credit: Jon Hare
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Search and Rank – Vector Space Model

https://cloud.google.com/blog/products/gcp/problem-solving-with-ml-automatic-document-classification  

Credit: Jo Grundy

https://cloud.google.com/blog/products/gcp/problem-solving-with-ml-automatic-document-classification
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Search and Rank – Vector Space Model

Credit: Jo Grundy
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Search and Rank – Vector Space Model

Credit: Jo Grundy



18/39

Quick Recap - Documents

Credit: Jo Grundy
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Quick Recap - Documents

https://github.com/zhiwu-huang/Data-Mining-Demo-Code-18-19 

Credit: Jo Grundy

https://github.com/zhiwu-huang/Data-Mining-Demo-Code-18-19
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Search and Rank – Vector Space Model

Credit: Jo Grundy
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Search and Rank – Vector Space Model

Credit: Jo Grundy
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Search and Rank – Vector Space Model

Credit: Jo Grundy
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Search and Rank –  Indexing

Credit: Jon Hare
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Search and Rank – Indexing

Credit: Jo Grundy
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Search and Rank – Indexing

Credit: Jo Grundy
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Search and Rank – Indexing

Credit: Jo Grundy
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Search and Rank – Indexing

Credit: Jo Grundy
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Search and Rank – Indexing

𝑛! =
where 𝑁 is total number of documents in the corpus 𝑁 = |𝐷|

Credit: Jo Grundy
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Search and Rank – Indexing

Credit: Jo Grundy
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Search and Rank – Indexing

Credit: Jo Grundy
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Search and Rank – Indexing

In an inverted index, the 
index is organized by 
terms (words), and each 
term points to a list of 
documents or web 
pages that contain that 
term.

Credit: Jo Grundy
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Search and Rank – Indexing

Credit: Jo Grundy
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Search and Rank –  Matching

Credit: Jon Hare
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Search and Rank – Matching (Quick Recap)

Credit: Jo Grundy
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Search and Rank – Matching

Credit: Jon Hare
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Search and Rank – Web Search

Credit: Jo Grundy
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Search and Rank – User Feedback

Credit: Jo Grundy
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Search and Rank – Result Diversification

Credit: Jon Hare

Credit: Jo Grundy
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Search and Rank – Summary

Credit: Jo Grundy


