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My Lectures

Four Key Slides for each lecture: 
Roadmap + Textbook + Overview + Learning Outcomes (Exercise/Exam)
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Recommendation Systems – Roadmap
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Recommendation Systems – Textbook
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Recommendation Systems – Overview (1/4)

https://www.imdb.com/title/tt6495056/, Release date: 2 February 2024 (UK) 

https://www.imdb.com/title/tt6495056/
https://www.google.com/search?client=safari&sca_esv=75e2bd7edd976ba8&sca_upv=1&rls=en&sxsrf=ACQVn08N8FDnImNp7AwAxp3B0DMDzeKLLQ:1708376765912&q=United+Kingdom&stick=H4sIAAAAAAAAAOPgE-LVT9c3NCwuNDI0NTDMUeLQz9U3MC8uTtYyyk620k_LzMkFE1YlGamJJUWZyYk5CkWp6Zn5eQqJ5YlFqUBOTmpicapCSmJJ6iJWvtC8zJLUFAXvzLz0lPzcHayMu9iZOBgADSSAYGgAAAA&sa=X&ved=2ahUKEwjY65iyp7iEAxUdg_0HHXb4AgAQmxMoAHoECGYQAg


6/41 

Recommendation Systems – Overview (2/4)
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Recommendation Systems – Overview (3/4)

https://www.imdb.com

https://www.imdb.com/title/tt6495056/


8/41 

Recommendation Systems – Overview (4/4)

Source: https://www.relataly.com/ 

Dark Knight        5                            ?
 

Similar 
users

Remaining problems: 
Ø How to represent 

the item/user data?
Ø How to save the 

data?
Ø How to compare the 

data (user/item)? 
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https://www.relataly.com/
https://en.wikipedia.org/wiki/The_Dark_Knight
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o LO1: Mastering fundamental concepts and mathematical calculations of 
content-based and user-based/item-based collaborative filtering 
approaches, such as (exam)

v Measuring distances/similarities between users or items

v Computing the resulting matrix using Compressed Row/Column Storage

v Predicting the missing rating using content-based approach

v Calculating the predicted rating with user-based collaborative filtering 
approach

o LO2: Implement basic algorithms using Python (coursework)

Recommendation Systems – Learning Outcomes

o Textbook Exercises: textbooks (Programming + Mining) 
o Other Exercises: https://www-users.cse.umn.edu/~kumar001/dmbook/sol.pdf
o ChatGPT or other AI-based techs 

Assessment hints: Multi-choice Questions (single answer: concepts, calculation etc)

https://www-users.cse.umn.edu/~kumar001/dmbook/sol.pdf
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Recommendation Systems – Algorithms

• Content-based systems (e.g., Netfix) examine properties of 
the items recommended. For instance, if a Netflix user has 
watched many cowboy movies, then recommend a movie 
classified in the database as having the “cowboy” genre.

• Collaborative filtering systems (e.g., Facebook Amazon) 
recommend items based on similarity measures between 
users and/or items. The items recommended to a user are 
those preferred by similar users.

• Hybrid recommender systems (e.g., Netflix) Uses 
combinations of different approaches

We will learn Content-
based and collaborative 
filtering systems in this 
lecture

Credit: Jo Grundy
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Recommendation Systems– Content based approach

Content-based 
Features/data

Credit: Jo Grundy
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Recommendation Systems– Content based approach

Credit: Jo Grundy
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Recommendation Systems– Content based approach

Take the user ‘Alice’ as an example
𝑦! = 4, 𝑦" = 5, 𝑦# = 1
𝑋! = 1, 𝑥!, 𝑥$ = 1, 1, 0.1 , 𝑋" = 1, 0.2, 0.9 , 𝑋# = 1, 0.1, 1 ,
𝜃 = [𝑏, 𝑤!, 𝑤$], what about 𝑦$ for ‘Alice’?

Linear Regression

Credit: Jo Grundy
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Recommendation Systems– Content based approach

Take the user ‘Alice’ as an example
𝑦! = 4, 𝑦" = 5, 𝑦# = 1
𝑋! = 1, 𝑥!, 𝑥$ = 1, 1, 0.1 , 𝑋" = 1, 0.2, 0.9 , 𝑋# = 1, 0.1, 1 ,
𝜃 = [𝑏, 𝑤!, 𝑤$], what about 𝑦$ for ‘Alice’?
Least Squares

!
"

𝜃#𝑋! − 𝑦! + 𝜃#𝑋" − 𝑦" + 𝜃#𝑋$ − 𝑦$ = min%
!
"
∑&(𝑏 + 𝑤#𝑋& − 𝑦&)

Linear Regression

Credit: Jo Grundy
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Recommendation Systems– Content based approach

Take the user ‘Alice’ as an example
𝑦! = 4, 𝑦" = 5, 𝑦# = 1
𝑋! = 1, 𝑥!, 𝑥$ = 1, 1, 0.1 , 𝑋" = 1, 0.2, 0.9 , 𝑋# = 1, 0.1, 1 ,
𝜃 = [𝑏, 𝑤!, 𝑤$], what about 𝑦$ for ‘Alice’?
Least Squares

!
"

𝜃#𝑋! − 𝑦! + 𝜃#𝑋" − 𝑦" + 𝜃#𝑋$ − 𝑦$ = min%
!
"
∑&(𝑏 + 𝑤#𝑋& − 𝑦&)

Linear Regression

Chapter 23, Page 589-593 
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Recommendation Systems– Content based approach

Take the user ‘Alice’ as an example
𝑦! = 4, 𝑦" = 5, 𝑦# = 1
𝑋! = 1, 𝑥!, 𝑥$ = 1, 1, 0.1 , 𝑋" = 1, 0.2, 0.9 , 𝑋# = 1, 0.1, 1 ,
𝜃 = [𝑏, 𝑤!, 𝑤$], what about 𝑦$ for ‘Alice’?
Least Squares: SSE= 𝜃#𝑋! − 𝑦! + 𝜃#𝑋" − 𝑦" + 𝜃#𝑋$ − 𝑦$ = min%

!
"
∑&(𝑏 + 𝑤#𝑋& − 𝑦&)

Gradient Decent: 

Linear Regression

Differentiate it with 
respect to b and set the 
result to 0
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Recommendation Systems– Content based approach

Take the user ‘Alice’ as an example
𝑦! = 4, 𝑦" = 5, 𝑦# = 1
𝑋! = 1, 𝑥!, 𝑥$ = 1, 1, 0.1 , 𝑋" = 1, 0.2, 0.9 , 𝑋# = 1, 0.1, 1 ,
𝜃 = [𝑏, 𝑤!, 𝑤$], what about 𝑦$ for ‘Alice’?
Least Squares SSE= 𝜃#𝑋! − 𝑦! + 𝜃#𝑋" − 𝑦" + 𝜃#𝑋$ − 𝑦$ = min%

!
"
∑&(𝑏 + 𝑤#𝑋& − 𝑦&)

Gradient Decent: 

Linear Regression
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Recommendation Systems– Content based approach

Credit: Jo Grundy
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Recommendation Systems – Collaborative Filtering

Credit: Jo Grundy

Similar 
users
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Recommendation Systems – Collaborative Filtering

Credit: Jo Grundy
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Recommendation Systems – Collaborative Filtering

Credit: Jo Grundy
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Collaborative Filtering – Sparsity

Credit: Jo Grundy
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Collaborative Filtering – Sparsity

Credit: Jo Grundy
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Collaborative Filtering – Sparsity

Credit: Jo Grundy
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Collaborative Filtering – Sparsity

Credit: Jo Grundy
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Collaborative Filtering – Sparsity

Credit: Jo Grundy
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Collaborative Filtering – Sparsity

Credit: Jo Grundy
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Collaborative Filtering – Sparsity

Credit: Jo Grundy
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Collaborative Filtering – Feature Extraction

Credit: Jo Grundy
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Collaborative Filtering – Distance

Credit: Jo Grundy
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Collaborative Filtering – Distance

Credit: Jo Grundy
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Collaborative Filtering – Distance

Credit: Jo Grundy
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Collaborative Filtering – User Similarity

Credit: Jo Grundy
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Collaborative Filtering – User Similarity

Credit: Jo Grundy
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Collaborative Filtering – User Similarity

Credit: Jo Grundy
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Collaborative Filtering – User Similarity

Credit: Jo Grundy
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Collaborative Filtering – User Similarity

Credit: Jo Grundy

Lisa Jill
1      2

2      3

3      4

4      5   
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Collaborative Filtering – User Filtering

Credit: Jo Grundy
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Collaborative Filtering – Recommending

Credit: Jo Grundy
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Collaborative Filtering – User Based Filtering

Credit: Jo Grundy
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Recommendation Systems – Summary

Source: https://www.relataly.com/ 

Dark Knight        5                            ?
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https://www.relataly.com/
https://en.wikipedia.org/wiki/The_Dark_Knight

